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CONTRIBUTIONS OF SELECTED TRANSCRIPT INFORMATION

TO PREDICTION OF LAW SCHOOL PERFORMANCE

Richard R. Reilly

Abstract

Graduate and professional schools usually base their admissions

decisions on a combination of test scores and on an overall index of under-

graduate achievement such as cumulative grade-point average or rank-in-class.

The present study sought to investigate whether considering more specific

indices of undergraduate performance, through a detailed analysis of college

transcripts, could lead to increased accuracy in predicting law school per-

formance. Stepwise multiple regression analyses, performed separately for

each of two schools, resulted in the selection of the LSAT, social science

GPA, and a moderator variable as the most useful predictors. Because of

the effects of selection, howe,er, caution was urged in interpreting the

results.



CONTRIBUTIONS OF SELECTED TRANSCRIPT INFORMATION

TO PREDICTION OF LAW SCHOOL PERFORMANCE

Richard R. Reilly

It is not surprising that r-Lst academic performance has often been

found to be the best single predictor of future academic performance.

Admissions offices in graduate and professional schols have long recognized

this fact, and as a result virtually all schools require complete records of

previous performance in the form of transcripts. The use then made of this

transcript information may depend upon individual admissions offices, but

judging from statements in college and graduate school catalogues and most

published prediction studies one overall index of individual performance

such as rank-in-class or GPA is given heavy weight in admissions decisions,

while more specific information is often largely ignored. It seems plausible,

however, that a more careful breakdown of the undergraduate record might

lead to increases in predictive accuracy. This may be especially true in

the professional and graduate school settings where specific groups of under-

graduate courses can be judged as being more or less relevant to graduate

study in a given area. On a conceptual level, at least, grades in under-

graduate biology courses should be more highly related to medical and dental

school studies than grades in, say, English literature. The usual cumulative

GPA, of course, does not include any a priori weighting of subjects with

respect to their relevance for any particular field, but for most graduate

and professional fields a number of specific hypotheses could be generated

as to which courses or items of information might be most important or relevant.

The present study was exploratory in nature, the major purpose being to

investigate whether any increase in prediction of law school performance could
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be effected by a more thorough consideration of the undergraduate record.

It was also hoped that this study would suggest other hypotheses for future

research.

Method

The sample consisted of 134 first-year law school students from school

A and 85 first-year.students from school B. The following variables were

extracted from the students' undergraduate transcripts.

The first five variables were dummy variables denoting a specific

category. Students who fell into the category were given a 1, students who

did not, a 0.

1. Major in Humanities (Maj Hum) included all students majoring in

English, languages, philosophy, theology, speech, dramatics or related

subjects.

2. Major in Social Sciences (Maj SS) included students majoring in

economics, history, political science, business administration, geography,

sociology, anthropology or related subjects.

3. Major in Sciencel (Maj Sci) included all students majoring in physics,

chemistry, biology, psychology, geology or related fields.

4. Changed Major (Cho Maj) included all students who changed their

major at least once during their undergraduate careers.

5. Year Graduated (YG): all students graduating in a year earlier

than 1969 were given a 1 on this variable.

The next nine variables were based on grades in specific courses or

years. Since the undergraduate colleges involved employed a variety of grade

scales, all grades were converted to a 0-4 (low-high) scale for study purposes.
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6. Cumulative GPA for four years (GPA).

7. Average GPA in Humanities (Hum GPA) (i.e.: average grade in all

courses falling into the area described in variable 1).

8. Average GPA in Social Sciences (SS GPA) (i.e., average grade in

all courses falling into the areas described in variable 2).

9. Average GPA in Sciences (Sci GPA) (i.e., average grade in all courses

falling into the areas described in variable 3).

10. Average GPA in Quantitative and Technical (QT GPA) (i.e., average

grade in all courses falling into the areas described in footnote 1).

11. Average in Major Subject (Maj GPA) (i.e., average over all years

for courses in major subject).

12. Third-year GPA minus first-year GPA ((3-1) GPA).

13. First-year GPA (1 yr GPA).

14. Second-year GPA2 (2 yr GPA).

The next set of transcript variables consisted of five product terms

wbere in each case one factor was a dummy variable described earlier and the

other factor was a quantitative variable. The final "transcript" variable

included was the mean LSAT score of all candidates taking the LSAT during

1968-1970 who attended the college from which the transcript was received.

This was intended to serve as a very rough indicator of school quality.

15. Variables 1 x 6 (Hum x GPA).

16. Variables 2 x 6 (SS x GPA).

17. Variables 3 x 6 (Sci x GPA).

18. Variables 5 x 6 (YGX GPA).

19. Variables 4 x 12 (Cho Maj x (3-1) GPA).

20. College LSAT Mean (LSAT-M).
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Two additional independent variables, Law School Admission Test (LSAT)

scoresend Writing Ability (WA) scores) were included in the analyses. First-

year law average (FYA) served as the dependent variable in both schools.

Two points related to the selection and combination of transcript

information for purposes of this study should be clarified. First, it should

be recognized that the major subject categories are somewhat arbitrary and

certainly should not be taken to reflect any rigid preconceptions held by the

author as to the interests, aptitudes, or abilities called for by each.

Actually, the categories are quite similar to those used by Cartter (1966)

in his study of academic quality of graduate schools, except that his two

categories of biological and physical sciences were combined into one science

category, and mathcmatics and accounting were classed with engineering in a

quantitative and technical category.

A second point concerns the inclusion of the five product term variables.

Since the planned mode of analysis was that of multiple regression, it was

decided to use a form of polynomial regression to allow for the possibility

that different regression slopes might be required for individuals in different

groups for certain predictor variables. It may be helpAll for the reader to

note that the results obtained when such terms are entered in a multiple

regression format are similar to the results of a test of equality of slopes

by means of analysis of covariance and can, in fact, be made directly

equivalent to the latter (Cohen, 1968). Direct equivalence was not the

case in the present study since all of the cross-product terms were entered

in with all other variables in a stepwise regression procedure. Retention

of one or more of these terms by the stepwise procedure would suggest that

group membership might serve as a moderator variable (Saunders, 1956). A
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complete model for studying the moderating effects of group membership on

prediction would have meant including every possible cross-product of the

dummy variables with the continuous predictor variables. In the present case

this would clearly have resulted in an unwieldy number of predictors. For

this reason it was decided to limit the cross-product terms to five of the

most hypothetically tenable.

Results and Discussion

The intercorrelation matrices3 are shown in Tables 1 and 2. In Table

Insert Table 1 about here

2 the year-graduated variable and the product of year graduated and cumula-

tive GPA were not included because all first-year students at school B

graduated in 1969.

Insert Table 2 about here

In both schools the FYA criterion correlated most highly with LSAT

scores, and social science grades correlated higher with FYA than did cumu-

lative GPA. One other notable observation can be made from Tables 1 and 2.

In both schools cumulative GPA was negatively correlated with LSAT and school

mean LSAT. In fact, with the exception of SS GPA which had a very modest

positive correlation (.05) with LSAT-M in School B,and QT GPA with a similarly

modest correlation (.02) with LSAT in School A) GPA predictors correlated

negatively with LSAT-M and LaAT in both samples. A similar finding was noted

in a recent study of psychology graduate students by Hackman, Wiggins, and
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Bass (1970), in which GRE scores were negatively correlated with both under-

graduate GPA and a subjective quality rating of the students undergraduate

institution. Given a sample of students within a fairly restricted ability

range one might expect lower GPAs for students from more prestigious insti-

tutions with a resulting negative correlation between the index of school

quality and GPA. Astin (1969) has reported data indicating that among under-

graduates individuals at a given level of ability typically receive lower

grades in selective than in unselective colleges. The negative correlations

between LSAT scores and GPA are a bit more puzzling since one would normally

expect these variables to be positively related. An explanation may be found

in the procedures used to accept students from the larger applicant population.

If both GPA and LSAT were given roughly equal weight in accepting candidates,

for example, and most candidates with high scores on both variables either

did not apply or did not choose to come, the resulting sample of accegted

students could have included a much higher proportion of candidates with

discrepant scores (i.e., high scores on one variable and low scores on the

other) than is true of the general candidate population.

Insert Table 3 about here

The results of the stepwise regression are presented in Table 3 with

variables ranked in order of their selection. The stepwise procedure selected

all variables resulting in an increase of at least .001 in the squared multiple

correlation. Because this is a rather liberal criterion the variables result-

ing in significant (p < .05) increments in the squared multiple R have been

asterisked. In both schools the first two variables selected were LSAT and
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social sciences GPA, the latter variable barely reaching significance in

school B. The third significant variable resulting in school A was a

"moderator variable, n i.e., the cross-product of the dummy variable denoting

year graduated and cumulative GPA. A test of the hypothesis of equal regres-

sion slopes of FYA on cumulative GPA in the two groups (i.e., those graduating

in 1969 and those graduating earlier) yielded an F value of 6.706 with 1 and

131 degrees of freedom which is significant beyond the .02 level.

Although the model used here was technically different, this finding

supports previous evidence that age (wtich quite clearly is highly correlated

with year graduated) is a moderator variable in the law school (Klein, Rock,

& Evans, 1968) and Business School (Pitcher & Smith, 1969) settings. The

prediction equation for school A41 considering only the significant variables

of.Table 3, can be expressed as:

Predicted FYA = .0293 LSAT + 2.8237 SS + .72486 GPA + 44.6789,

where 6 = 1 for individuals graduating before 1969 and 0 otherwise.

It can be seen from this equation that 94 LSAT points have approximatelj

the same effect on predicted FYA as a unit increase in social science GPA

and that a small positive adjustment based on GPA is made for pre-1969

graduates. This "adjustment" factor can be considered in light of the

Pitcher and Smith data which suggested that older students are underpredicted

wten a regression equation derived on.all students is used.

The equation for school B is:

Predicted FYA = .0014 LSAT + .2143 SS + 1.2900.

In this case a unit increase in social science GPA has about the same effect

as 153 LSAT scaled score points. It was unfortunate that the YG x GPA term

could not be studied in school B because of the lack of variation mentioned

earlier.
9
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Insert Table 4 about here

The results of a second pair of stepwise regression analyses from which

the test score variables were excluded are sham in Table 4. Emmination of

Tables 3 and 4 enables conclusions to be drawn with respect to some of.the

implicit hypotheses underlying the selection of transcript variables for the

study. First, the major subject studied by students does not appear to be

useful information for predicting FYA. In the present study the majority

of students majored in the social sciences, and consequently there was little

variation on each of the three dummy variables denoting major subject area.

The possibility exists, however, that some other system of polychotomization

might have produced more positive results. None of the three yearly grade

averages appeared to be a better predictor of FYA than cumulative GPA, and

the degree of improvement shown by a student from the first to third years

of college also failed to add much to prediction. On the other hand, breaking

GPA down by subject area does appear to be potentially useful. Social science

grades, in particular, appear tO show promise as a predictor andshould be

examined in further research. Of the cross-product terms, only one, YG x GPA,

was included among the variables adding significantly to the squared multiple

RI and this result has been discussed above. It is evident from Tables 3 and

4 that cumulative GPA is not among the more prominent contrfbutors to pre-

diction and that social science GPA appears to be the single best grade

variable for predicting FYA. This result as well as all other results

reported in this paper should be interpreted with caution, however. The real

usefulness of any of the variables studied cannot be fully known without

some estimate of the effects of selection orithe study sanples, and it is

possible that selection attenuated the predictive power of cumulative GPA

10
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relative to the other variables. Further research is planned in which data

for the entire pool of applicants to a given law school will enable a

clearer assessment of the effects of range restriction.

Summary and Conclusions

Selected transcript variables were analyzed along with SSAT, WA and.

cumulative college GPA in an effort to determine whether any of the transcript

variables could effectively increase predictability of first year law average.

LSAT proved to be the best single predictor of YZA in the study samples but

two especially promising transcript variables, social science GPA and a

moderator variable, were identified. Because of the effects of selection

caution was urged in the interpretation of results, but it is suggested that

nirther research be conducted on the relationship of some of the more promising

transcript variables to law school performance and, that provisions be made in

such research for the collection of data from the complete applicant pool of

the study schools so that range restriction corrections might be applied.

This would enable a clearer assessment of the usefulness of each predictor

than was possible in the present study.

)
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Footnotes

1
A fourth major group was Quantitative and Technical wtdch included

majors in engineering, mathenatics, accounting, computer sciences or related

fields. Students falling into this fourth category were identified by zeros

on the first three dummy variables.

2
Third-year GPA was not included as a separate variable for the same

reason a fourth dummy variable was not needed to denote majors in quantitative

and technical areas. I.e., the information would have been redundant and

would also have made the data matrix singular.

3Although third-year average was not included in the original data matrix

for reasons noted earlier, the correlations of all variables with third-year

averages were estimated by the relationship:

+ ar13 r23
r
1+2.3

a
2
+ a

2
+ 2r

12
a
1
a
21 2

4
The grade scale for school A ranged from 50 to 8o, while school B

operated with the more common 0-4 scale.
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